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Abstract

We participated in the George B. Moody Challenge 2022
to make a model which detects the presence or absence of
murmurs from multiple heart sound recordings from multi-
ple auscultation locations, as well as detecting the clin-
ical outcomes from phonocardiogram (PCG) well. Our
team, HCCL, developed a model with a visual approach
for deriving a high-performance model. The model con-
verts heart sound signals into spectrograms without re-
quiring resampling or signal filtering. The result shows
a weighted accuracy score of 0.69 (ranked 21th out of 40
teams) for the murmur detection classification on the hid-
den test data. For the clinical outcome identification task
on the hidden test data, it shows a Challenge cost score of
11943 (ranked 6th out of 39 teams)

1. Introduction

Heart conditions and heart disease usually can be di-
agnosed through echocardiography or electrocardiogram.
However, in underdeveloped countries, cardiologists and
equipment are scarce, so they can only use PCG (phono-
cardiograms) which can be easily measured with a stetho-
scope. Nevertheless, interpreting sounds requires ex-
perts to interpret the results, so developing automated ap-
proaches for detecting abnormal heart function from multi-
location PCG recordings of heart sounds at The George B.
Moody Challenge 2022 will help diagnose and treat heart
conditions [1–3].

In recent deep learning research, applying Transformer
architecture [4] has shown excellent results for natural lan-
guage processing tasks such as BERT [5] as well as for
computer vision tasks. In the field of computer vision,
image classification models based on Transformer have
achieved better performances than traditional CNN-mixed
architectures. In addition, the self-attention technique,
which is an application of the Transformer model, could
generate visualizations that could help understand the re-
sults. ViT (Vision Transformer) [6] is one of image clas-

sification models based on Transformer. The model splits
an image into multiple patches and uses the embedding of
individual patches and exhibited excellent performances.

Although deep learning models have been used for med-
ical data analysis in many studies, there has been no case
of modeling PCG recordings of heart sounds with a visual
transformer so far. Inspired by this idea, we aim to ex-
plore the application of ViT architecture to classify PCG
recordings with heart murmur patterns. Our final method
is composed of time masking, signal segmentation without
overlap, and converting a PCG into multiple spectrogram
patches. In addition, the self-attention part of the model
generates the attention map which could help understand
the model’s results. This approach allows us to distinguish
heart murmurs recorded in PCG with higher accuracy as
well as visualize the attention of the model on a spectro-
gram.

2. Methods

Our main research goal is to derive a high performance
classifier based on the ViT model, which is no need for
complex pre-processing of electrocardiogram [7] signals
as well as finding visual features. Our method starts by
converting heart sound to spectrogram which visualize the
representation of the spectrum of frequencies of a signal
varies with time (Fig 1.(a)). Using the spectrogram, we
perform additional training using the pre-trained model
which was trained on ImageNet-21K datasets. It allows
the model to learn various features quickly and even with a
small amount of data [6]. In addition, to address the chal-
lenge of small-sized training dataset, we used data aug-
mentation method suitable for the model to avoid overfit-
ting. Furthermore, we included demographic information
such as gender and age into the classifier.

2.1. Dataset

The dataset of the George B. Moody Challenge 2022
contains one or more heart sound recordings for 1568 pa-
tients and routine demographic information about the pa-
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tients [2, 3]. We do not use any extra data other than the
training dataset provided by the George B. Moody Chal-
lenge 2022.

2.2. Pre-processing

The goal of preprocessing is to 1) turn the PCG record-
ings into spectrograms and 2) divide them into patches, so
that they can be provided into our ViT module. We per-
form the following three pre-processing. During the pro-
cess, we did not exclude or relabel the training data be-
cause our team has no experts on the given data. Also, no
signal filtering or resampling was performed.

Since the pre-trained ViT model accepts 224× 224, we
create spectrogram into 224× 224 pixels to avoid the loss
of information from resizing spectrograms. For the same
reason, the same patch size as the pre-trained ViT, 16×16,
is used.

Signal segmentation without overlap
We processed the PCG recordings and created spectro-

grams of identical size. According to the paper of Raza, A.
[8], in the case of PCG, the best performance was achieved
when 12.5s was used as the input of the deep learning
model. Based on the observation, we also split the orig-
inal sound signal into 12.5s segments. When the length of
a PCG recording is shorter than 12.5s, the image is padded
by black pixels, giving the signal the same effect as zero
padding. If the PCG is longer than 12.5 seconds, it crops
out the beginning and end, then creates as many 12.5s seg-
ments as it can make. For example, if the PCG is 30 second
long, the first and the last 2.5s are cropped and two 12.5s
segments were created. When converting each segment
to spectrogram, the following conversion parameters were
used - window size of 0.11s and the overlap ratio of 0.5.
The process produces spectrograms of a 224×224 matrix.
No resampling or filtering was performed to minimize the
loss of original data. The model performed better with the
segmentation strategy. It might be due to the data augmen-
tation effect.

Data Augmentation
Since the proposed model utilized only data provided in

the competition, the size of data was insufficient and over-
fitting occurred. Thus, we tried to resolve the issue with
data augmentation. Commonly used image augmentation
methods are scaling, cropping, flipping, rotation, contrast,
and saturation. However, the augmentation methods could
compromise the important information in the spectrogram.
Therefore, we applied the SpecAugment which is an aug-
mentation method that works on the spectrogram of input
signal [9]. SpecAugment includes various augmentation
methods such as frequency masking, time masking, fade in
and fade out. In the hidden validation data, time masking

showed high performance than any other augmentation.

Demographic information
Our team used age, sex, height, weights, pregnancy in-

formation of the Challenge dataset. In the case of categor-
ical data, it was converted using a label encoder, and each
encoder was saved and used for the conversion of test data.
For missing values, they were classified and converted into
a new class. In the case of numeric data, it was transformed
using the MinMax scaler, and each scaler was saved and
used for the transformation of the test data. For a missing
value, the mode was used for filling up the missing value.
These values were also used for the test dataset.

2.3. Model

We used the ViT model of which patch size is 16 × 16
pixel and image size is 224×224 pixel. The model uses the
pre-trained model of ImageNet-21K (14 million images,
21843 classes) [6]. The classifier part was modified to add
demographic information to the model. We the following
hyperparameters for the murmur task and clinical outcome
task, an initial learning rate of 0.0001 with AdamW and
LambdaLR scheduler. In the case of murmur classifica-
tion, the batch size was 64, and saving steps and evalua-
tion steps were 100. However, we used the batch size of
32, and saving steps and evaluation steps were 50 for out-
come classification. The larger the batch size of ViT, the
better the performance, so the maximum possible value in
the test environment was used, and in the case of step, the
optimal value was found experimentally.

Vision Transformer
ViT splits the image into small patches and performs

image classification. The ViT model shows higher perfor-
mance with less data during fine-tuning than CNN-based
models. Furthermore, it has the advantage of self-attention
that can generate an attention map that could help under-
stand the model’s results. In ViT, attention map and mask
are calculated by Attention Rollout [10]. To compute the
attention mask and map, the attention from the encoder
is averaged over the head, and recursively multiply the
weights of all layers. Multiply the attention mask as if
applying a filter to the spectrogram image to get an at-
tention map. In the attention mask (Fig 1.(b)), the yellow
parts which are bright than the other parts are the attention
part. It mainly paid attention to low frequencies, but occa-
sionally attended to high frequencies, and this information
might helpful for classification.

We used the pre-trained model of ImageNet-21K be-
cause the model is hard to perform well without pre-
training since a large amount of data is often required for
Transformer.
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(a) (b)

Figure 1. (a) Pre-processing overview. (b) Model overview.

Model architecture

Our model is as shown in Fig 1.(b). Pre-processed heart
sound signals are converted into images, and it is input to
ViT Feature extractor. As the output of ViT feature ex-
tractor, the encoded feature is output in batch units, and
it is input to the Transformer encoder of ViT for Image
Classification. The input features go through a total of 12
ViT layers, and the pre-processed demographic informa-
tion features are concatenated into the output. The con-
catenated feature is input to the last layer, the classifier.
Finally, the class is learned and inference is performed.

Weighted categorical cross-entropy loss

Cross-entropy is used to measure the difference between
different probability distributions and is used as a loss
function for classification. Since the class of the the Chal-
lenge dataset is imbalanced and each class has a differ-
ent degree of significance, a weighted categorical cross-
entropy loss is applied. The weighted categorical cross-
entropy loss is shown as (1):

Ł = − 1

M

K∑
k=1

M∑
m=1

ykm × wk × log (hθ(xm, k)) (1)

where M is number of training examples, K is number of
classes (3 at murmur, 2 at outcome), ykm is target label for
class k at each training example m, wk is weight (1, 5, 3
for Absent, Present, Unknown class at murmur, 1.2, 1 for
Abnormal, Normal at outcome), hθ is model with weights
θ, xm is input for training example m [11]. In general,
the methods for determining weights: using all the same
weights, using a reciprocal of the class ratio, or using a
ratio of cost function weights. In the case of the murmur
task, the weight ratio of 1:5:3 which is the same as the ratio
of the challenge murmur cost function was the best perfor-
mance. In the clinical outcome task, a weight of 1.2:1 was
selected by fine adjustment, which is the best performance
hyperparameter empirically in the hidden validation set.

Training Validation Test Ranking
0.936 0.671 0.69 21/40

Table 1. Weighted accuracy metric scores (official Chal-
lenge score) for our final selected entry (team HCCL) for
the murmur detection task, including the ranking of our
team on the hidden test set. We used 5-fold cross vali-
dation on the public training set, repeated scoring on the
hidden validation set, and one-time scoring on the hidden
test set.

Training Validation Test Ranking
10615 9903 11943 6/39

Table 2. Cost metric scores (official Challenge score) for
our final selected entry (team HCCL) for the clinical out-
come identification task, including the ranking of our team
on the hidden test set. We used 5-fold cross validation on
the public training set, repeated scoring on the hidden val-
idation set, and one-time scoring on the hidden test set.

3. Results

The results of our model on the murmur detection task
for the challenge data set are shown in Table 1, and the
results of the clinical outcome identification task are shown
in Table 2. Our model placed 21st out of 40 teams and 6th
out of 39 teams respectively.

The results of an ablation study for the murmur detec-
tion and the clinical outcome identification are reported
in Table 3 and Table 4. Our final model contains sig-
nal segmentation, data augmentation, and demographic
data as well as pre-trained weights. The majority of pre-
processing techniques enhanced the performance. In the
both tasks, performance was most influenced by using the
pre-trained model on the training dataset. Next, augmen-
tation contributed to improving performance. On the other
hand, signal segmentation and demographic data had neg-
ligible effects on the training dataset.
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Methods Weighted accuracy
Final model without Segmentation 0.751± 0.025

Final model without Pretrained 0.661± 0.016
Final model without Augmentation 0.704± 0.042
Final model without Demographic 0.744± 0.025

Final model 0.759± 0.030

Table 3. Results of our final model’s ablation study of the
murmur detection task using 5-fold cross validation.

Methods Challenge cost
Final model without Segmentation 14800± 4380

Final model without Pretrained 23514± 4976
Final model without Augmentation 13726± 912
Final model without Demographic 14283± 1821

Final model 13091± 1183

Table 4. Results of our final model’s ablation study of
the clinical outcome identification task using 5-fold cross
validation.

4. Discussions

We studied a model that can detect murmur and patho-
logical outcome by applying the visual approach with the
ViT model to PCG modeling. Contrary to expectations,
in the murmur detection task, the score of the hidden val-
idation and test data was lower than the training data. In
the outcome identification task, the score of the training
data was higher than the hidden test data, but lower than
the hidden validation data. It seems that the model is over-
fitted to the training dataset, and we expect to get better
results by applying the regularization skills. In the case of
signal segmentation, the training data showed a score im-
provement of 3.3%, but the hidden validation data showed
a score improvement of 13.3%, which showed that signal
segmentation was effective in the PCG murmur detection
for the ViT model.

Due to our team’s limited expertise on the subject, there
might be a better optimized pre-processing technique. Al-
though we heard PCG, detailed information could not be
obtained due to a lack of pathological understanding of the
data. Potential anomalies could have not been detected
in the demographic information. According to Table 3,
it is confirmed that the model is overfitted to the training
dataset, and if more regularization techniques are applied
to the our murmur task model, a better performing model
could have been generated. If exclusion criteria or relabel-
ing is performed through an expert on data, or additional
data is utilized, the model could have performed better.

One potential benefit of the proposed method is that it
allows us to examine an attention mask giving opportuni-
ties what part of PCG are informative for each pathological
condition. We believe that this could open up opportuni-

ties for experts to understand, interpret, and improve the
model’s findings.
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